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**Тема роботи**: розв’язання багатокритеріальної задачі лінійного програмування по знаходженню ефективних альтернатив за допомогою третьої теореми щодо знаходження ефективних альтернатив.

**Завдання для виконання:** вирішити наступну задачу багатокритеріальної оптимізації

**Математична постановка задачі багатокритеріальної оптимізації в загальному вигляді**

У загальному випадку формально задача багатокритеріальної оптимізації, ключовою особливістю якої є суперечливість множини функцій мети (критеріїв), може бути подана в наступному вигляді:

де та ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAdwAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKTdGADYlFJ3gAFWd3ATZksEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAoABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ApN0YANiUUneAAVZ3cBNmSwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEl5AAOGAAAAJgYPAAEBQXBwc01GQ0MBANoAAADaAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINJAAMAGwAACwEAAgCIMgAAAQEAAABmCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AS3ATZksAAAoAOACKAQAAAAAAAAAA2OcYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) – множини індексів функцій мети ![](data:image/x-wmf;base64,183GmgAAAAAAAIADQAIACQAAAADRXwEACQAAA5cBAAACAI4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAwAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAWgBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlFJ3gAFWd2ATZukEAAAALQEAAAoAAAAyCgAAAAACAAAAKClQAQADBQAAABQC4wH4ABwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDg1xgA2JRSd4ABVndgE2bpBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAaSm8AQUAAAAUAoABggAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUUneAAVZ3YBNm6QQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAGZ4ggEAA44AAAAmBg8AEQFBcHBzTUZDQwEA6gAAAOoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg2YAAwAbAAALAQACAINpAAABAQAKAgCCKAACAIN4AAIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A6WATZukAAAoAOACKAQAAAAABAAAAFOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), які відповідно максимізуються та мінімізуються, причому ; – множина індексів функцій ![](data:image/x-wmf;base64,183GmgAAAAAAAMADYAIBCQAAAACwXwEACQAAA8gBAAACAI4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAwAABgIAAAUAAAAJAgAAAAIFAAAAFAKAAawBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODXGADYlFJ3gAFWdwwJZjsEAAAALQEAAAoAAAAyCgAAAAACAAAAKClQAQADBQAAABQC4wE4ARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDg1xgA2JRSd4ABVncMCWY7BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAaim8AQUAAAAUAoABSAIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A4NcYANiUUneAAVZ3DAlmOwQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHgpAAMFAAAAFAKAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHehEwrv2CyAAODXGADYlFJ3gAFWdwwJZjsEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABqKQADjgAAACYGDwASAUFwcHNNRkNDAQDrAAAA6wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSExgNqAwAbAAALAQACAINqAAABAQAKAgCCKAACAIN4AAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQA7DAlmOwAACgA4AIoBAAAAAAAAAAAU4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), що визначають обмеження задачі та формують множину припустимих варіантів альтернатив ; – вектор змінних задачі багатокритеріальної оптимізації, з яким пов’яжемо поняття альтернативи – варіанта розв’язку, що задовольняє обмеження задачі і є способом досягнення поставлених цілей.

**Математична постановка однокритеріального еквіваленту вихідної багатокритеріальної задачі відповідно до третьої теореми зі знаходження ефективних альтернатив в загальному вигляді**

Особливістю третьої теореми в порівнянні з теоремою Карліна та теоремою Гермейєра є те, що її основні положення формуються для первісно заданої множини функцій мети , що не вимагає виконання додаткових перетворень, що приводять функції мети до безрозмірного вигляду.

З урахуванням вищевикладеного матеріалу формуються третя теорема зі знаходження ефективних альтернатив.

Теорема: якщо - ефективна альтернатива множини функцій мети , то для кожного :
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Таким чином, множина ефективних альтернатив для множини функцій мети може бути знайдена при вирішенні задачі параметричного програмування щодо параметрів , якщо за головний критерій обрано критерій, що максимізується

при обмеженнях:

**,**

де під розуміють область

У випадку, якщо за головний критерій обрано критерій, що мінімізується, то множина ефективних альтернатив може бути знайдена при розв’язанні задачі:

при обмеженнях:

**,**

де під розуміють область

**Математична постановка задачі багатокритеріальної оптимізації згідно з виданим завданням**

Згідно виданого завдання задача багатокритеріальної оптимізації прийме наступний вигляд:

**Математична постановка однокритеріального еквіваленту вихідної багатокритеріальної задачі відповідно до третьої теореми зі знаходження ефективних альтернатив згідно до виданого завдання**

У випадку, коли головним критерієм буде виступати функція , тоді відповідно до третьої теореми задача перетвориться до вигляду:

Знайдемо максимальні та мінімальні значення функцій та :

Знайдемо :

Отже,.

Досліджуємо отриману задачу при різних значеннях z. Результати розрахунків подано в таблиці 1.

Таблиця 1 – Результати розрахунків

У випадку, коли головним критерієм буде виступати функція , тоді відповідно до третьої теореми задача перетвориться до вигляду:

Знайдемо максимальні та мінімальні значення функцій та :

Знайдемо :

Отже,.

Досліджуємо отриману задачу при різних значеннях z. Результати розрахунків подано в таблиці 2.

Таблиця 2 – Результати розрахунків

У випадку, коли головним критерієм буде виступати функція , тоді відповідно до третьої теореми задача перетвориться до вигляду:

Знайдемо максимальні та мінімальні значення функцій та :

Знайдемо :

Отже,.

Досліджуємо отриману задачу при різних значеннях z. Результати розрахунків подано в таблиці 3.

Таблиця 3 – Результати розрахунків

**Висновки**

Виконуючи дану лабораторну роботу було вивчено загальні положення задач багатокритеріальної оптимізації та третю теорему щодо знаходження ефективних альтернатив для багатокритеріальних задач лінійного (нелінійного) програмування. Було вирішено задачу багатокритеріальної оптимізації на основі виданого завдання за допомогою третьої теореми щодо знаходження ефективних альтернатив.

Проаналізуємо отримане рішення задачі однокритеріальної оптимізації у випадку, коли головним критерієм виступає функція f1(x). Як ми бачимо з таблиці 1, меншим значенням параметра z відповідають ефективні альтернативи, які більшою мірою задовольняють головному критерію f1(x). У той же самий час більшим значенням параметра z відповідають ефективні альтернативи, які більшою мірою задовольняють критерію f2(x). Тим самим для головного критерію f1(x) знижується його значущість.